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Terms
Predictor Variable, Independent Variable
Criterion Variable, Dependent Variable
Actual Value, Predicted Value, Error of Prediction (Residual)
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Linear Equation
Regression Line
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Change axis

Y—-d=a+b(X—c)
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Y=a+bX
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Steps of predicting value in criterion variable

No Predictor
Which value that can predicted all value with the least error?

- Sum of Errors equal to zero
- Least Sum of Squared Errors (SSerror)
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ID NCCU Baseline Error of Squared
Prediction  Prediction error
1 4 7 -3 9
2 6 7 -1 1
3 6 7 -1 1
4 7 7 0 0
5 8 7 +1 1
6 7 7 0 0
7 8 7 +1 1
8 10 7 +3 9
Total 56 0 22
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One Predictor
Linear Transformation from predictor to predicted value that can predict criterion as much as
possible.

Y =a+bX
Y-Y =e

What are the values of constants a and b that make SS.,,. at least? (Supplement 1)

The regression line must pass coordinate (X, Y).
a=Y-bX

SXY

b=2
S%

The more correlation between predictor and criterion, the more accuracy in prediction.

Correlation
Matrix

Example

1 2 3 4
1. NCCU
2. Family Size .87
3. Family Income .83 .67

4. Number of Automobiles .34 .19 .30




The best predictor is family size.
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ID NCCU Family Prediction Error of Error
size Score Prediction Squared
1 4 2 4.81 -.81 .66
2 6 2 4.81 1.19 1.42
3 6 4 6.75 -.75 .56
4 7 4 6.75 .25 .06
5 8 5 7.72 .28 .08
6 7 5 7.72 -72 .52
7 8 6 8.69 -.69 .48
8 10 6 8.69 1.31 1.72
Total 56 0 5.50
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Sum of Errors
equal to zero.
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SSerror reduces from 22 to 5.50.

For regression analysis, SS.ror from no predictor is SSoa-

The difference between SSeor from one predictor and SS;otal IS SSregression-
SStotal = SSregression T SSerror

The proportion of 55,egression aNd SSiota1 is coefficient of determination.

2 _ SSregression _ SSerror
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Therefore, in this example, X can explain Y variance equal to 16.5 (75 %).

Standard error of estimate (Syy) is standard deviation of error of prediction.

S, . = SSerror _ ?zl(yi — Yi’)z
rx = n B n

Syx = Sx /1 - TYZX




When predicting value, regression analysis can provide point estimate or interval estimate (See
later in confidence interval).
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More than One Predictor
Linear Combination from predictors to predicted value that can predict criterion as much as
possible.

Y’ =a+ b1X1 + b2X2

Y—-Y =e

Regression Plane

¥ =h+w xt+wan




What is the constants a, b, and b, that make SS.or as less as possible?

The regression line must pass coordinate (X;, X5, Y).
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What do g, b; and b, mean?
Multicollinearity

Additional predictor should has high correlation with criterion and low correlation with other
predictors, because it explain SSeror-

Partial Correlation

Txy — TyzTxz

PTrxy(z) =
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Example
1 2 3 4
1. NCCU
2. Family Size .87
3. Family Income .83 .67
4. Number of Automobiles .34 .19 .30
- _ mp—Tpnt; .83—(.67)(.87) _ 63
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The best additional predictor is Family Income.
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ID NCCU Family Family Prediction Error of Error
Size Income Score Prediction Squared
1 4 2 14 4.76 -.76 .58
2 6 2 16 5.20 .80 .64
3 6 4 14 6.03 -.03 .00
4 7 4 17 6.68 .32 .10
5 8 5 18 7.53 47 .22
6 7 5 21 8.18 -1.18 1.39
7 8 6 17 7.95 05 .00
8 10 6 25 9.67 .33 11
Total 56 0 3.04
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SSeror reduces from 5.50 to 3.04
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Sum of Errors
equal to zero.

Coefficient of Multiple Determination

SSregression increase from 16.50 (75 %) to 18.96 (86 %)
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The addition predictor increase explaining variance equal to 11 %.

General Formula of Multiple Regression

Y, =a+ b1X1 + bzXz + -+ bTLXTL

What do g, by, b5, ..., b, mean?

Recentering

Y =a+bX

Y' = (Y —bX)+bX
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Y =7 +bX -X)

If centering at mean of predictor, what is intercept mean, in equation 1?

Y, - 7 - bl)?l - bz)?z + b1X1 + bzXz
— b1 Xy — b Xy + by (Xy — X1) + b, (X, — X3) <::|| 2
Y' =Y — b Xy — by Xy + by (X1 — K1) + by (X; — X3) <':|| 3

Y, = y_bl)?l_b2X2+b1(X1_X1)+b2(X2_Xz) ﬁ 4
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What are intercept means in equation 2, 3, and 4?

Confidence Interval of Predicted Value
For interval estimate, predicted value and confidence interval are used.

68.3 %: Y, i SY.X or Y, i SY.lZ

95.4 %: Y’ i ZSY.X or Y, i 25Y.12

Assumption in Regression Analysis
1) Independent of correlated errors
) Errors distribute in normal distribution
) Linearity
4) Homoscadasticity
) Multicollinearity



